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ABSTRACT 

Ae3  temperature of steel is required for many purposes for mechani-
cal processing, thermal treatment and design of steels. However, the 
models available in the literature are not adequate. An attempt has 
been made to develop a relation for satisfactory prediction of the Ae3  
temperatuie of steel. Ae3  temperature was expressed as a function of 
concentration of seven components of steels. The terms upto fourth 
order in concentration were retained. Total number of terms in the 
expression was 260. From a careful search of the literature 173 steels 
for which accurate values of the Ae3  temperature were known were 
selected. Step wise multiple regression analysis was used to isolate the 
terms which made significant contribution to the Ae3  temperature. Only 
nineteen of the 260 terms were found to be significant. These terms 
predicted the Ae3  temperature with an accuracy which is much more 
than that offered by the other models. Although other investigators 
have tried to modify the model in various ways, the improvements have 
not been much. In all these treatments the exponents of the concentra-
tion parameters have been integral. It is possible to optimize allowing 
exponents as fractions with the help of genetic algorithm. However 
this technique also does not improve the over all quality of predictions 
appreciably. 

INTRODUCTION 

The austenite - ferrite transformation in pure iron occurs at a spe-
cific temperature but that in a multicomponent steel occurs over a 
range of temperatures. The austenite to ferrite transition temperature in 
hypoeutectoid steels has been described in the literature using a vari-
ety of symbols. The symbol, Ae3, denotes the equilibrium transition 
temperature. It may be defined as the lowest temperature at which the 
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single phase austenitic structure is stable. It is often essential to know 
this critical temperature for designing steel for heat treatment. Ae3  
temperatures of only a limited number of steels are known. Therefore, 
attempts have been made to develop models for predicting Ae3  tem-
peratures of multicomponent steels. 

The first formulation was proposed by Grangeul. It is based on his 
experimental data on nineteen steels. His suggested analytical expres-
sion implies linear relationship between weight percentage of alloying 
elements, C, Mn, Si, Ni and Cr and the critical temperature and ignores 
interactions between the solutes. Andrewso)  modified Grange's model 
by incorporating interactions between carbon and nickel. However, 
other interactions were ignored. His model becomes inaccurate when 
Mn and Si increase beyond one percent. Baganisol considered equilib-
rium between ferrite and austenite and formulated equations to calcu-
late Ae3  temperature using free energies and activities of binary and 
ternary alloys. For dependable prediction of Ae3  temperatures reliable 
thermodynamic data are required. However, such data are rarely avail-
able. 

In this investigation a new model has been developed for estimating 
the Ae3  temperatures of multicomponent low alloy steels. The param-
eters of the model have been evaluated using available data on the Ae3  
temperatures of steels. The predictions of this model are much more 
satisfactory than those of the previous models. 

THE MODEL 

Formulation 

Let us consider the steel containing solutes, 1, 	 i, 	n and the 
solvent 0 and let Te be the Ae3  temperature of the steel. It may be 
expressed as a function of the composition of the steel Hence, 

Te = F(xi, 	 xi, 	yr) 
	 ... 

where xi is the weight fraction of solute i, Writing Eq. 1, as a polyno-
mial, 

Te = 	mnXla" X MI  X Mi  X
n
rnn  

where A is the coefficient and m stands for all positive integers includ-
ing zero. By Tyalor's series expansion around the composition where 
the weight fraction of iron, xo, is one, the coefficients can be expressed 
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as derivatives. Thus, 

Am;,... 

where 7= 
n 

— 

mi.  

1 a?Te -1 
X0 

... 	3 

... 	4 

m  
mi ! _axm1 

DX
mi axmn 

1 

Eq.3, shows that the coefficients are measures of interactions between 
alloying elements. 

For convenience, Eq. 2, may be rewritten in the following manner 

Te = Ao+IA1X,-FIAHX,2+1/2 EtEkAikX,Xk+.... with Aik  = Aki, 	 5 

where X is weight percent and i and k stand for the alloying elements 
and Ao  stands for (Te).0100,  which is the Ae., temperature of pure iron. 

Eq. 5, suggests that Te becomes equal to the zeroth order term, Ao, 
when the solutes have no effect on the Ae3  temperature. Ao  and the first 
order. terms yield the value of Ae3  temperature when the interactions 
between the alloying elements are zero. The higher order terms include 
contributions due to self interactions and those due to interactions 
between different solutes. All of these interactions may not be signifi-
cant. Therefore, by making use of available data on the Ae3  tempera-
tures of low alloy steels, we wish to isolate those interactions which 
are significant. 

Experimental Data 

In order to evaluate the coefficients of Eq. 5, values of the equilib-
rium temperatures of a number of steels are required. Reliable-v-dues 
of the Ae3  temperatures of low alloy steels and their compositions were 
taken from the literature. The steels selected include nineteen steels of 
Grangew, eightyseven steels for which isothermal transformation dia-
grams have been determinedE4,51, ten steels of Aaronson and Dominanio, 
one steel of Hall, kinsman and Aaronsonm, three steels of Gilmour, 
Purdy and Kirkaldy18), six steels of Kirchner and Uhreniusm and four 
steels of Swinden and Woodheadtm, Fifteen hypoeutectoid Fe-C alloys, 
five Fe-Mn alloys six Fe-Si alloys, Five Fe-Ni alloys, six Fe-Cr alloy 
and six Fe-Mo alloys were also selected from their phase diagrams". 
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Thus, compositions of 173 alloys and their Ae3  temperatures were 
compiled. The range of the weight percentages of alloying elements in 
these alloys were 0 to 0.758 for C, 0 to 5 for Mn, 0 to 1.83 for Si, 0 
to 5.26 for Ni, 0 to 5.5 for Cr, 0 to 2.549 for Mo and 0 to 1.49 for Cu. 
The Ae3  temperatures were in the range 710 to 1090°C. 

Determination of Coefficients 

The selected 173 alloys contain either all or some of the seven 
solutes, C, Ni, Mn, Si, Cr, Mo and Cu. For seven alloying elements, 
Eq. 5, would contain one zeroth order term, .seven first order terms 28 
second order terms, 84 third order terms, 140 fourth order terms and 
other higher order terms. If the equation is truncated after the fourth 
order terms, only 260 terms would remain. Copper is usually present in 
steels in small amounts. Therefore, the first order terms in copper has 
been retained while the seven second, tweentyeight third and 54 fourth 
order terms containing weight percentage of copper have been elimi-
nated. The coefficients of the remaining 171 terms were determined 
using the Ae3  temperatures of the 173 selected alloys. 

Multiple regression analysis was used for the determination. This 
analysis takes into account the effect of all independent variables on 
the dependent variables. There are many computational methods avail-
able for multiple linear regression: However, the step wise regression 
is considered to be better than the rest112.130. The details about these 
techniques are available in the literature1121. In this method the residue 
is defined as the difference between the functional value and the ob-
served value of the dependent variable and the independent variable 
making the greatest reduction in the sum of the squares of residues is 
added at any step to the regression equation. The added variable is 
known as the entering variable. 

A statistical parameter which gives the probability of variableinot 
being a predictor variable is called significance level. The entering 
variable is required to have the minimum significance level amongst 
the variables not included in the regression equation. A variable is 
retained in the regression equation as long as its significance level is 
below a specified value. Thus, for a set of significance levels, a(1) and 
a(2) specified for entering and leaving variable respectively, the pro-
cesses involving addition and removal of variables are continued, until 
variables are no more added to or removed from the regression equa-
tion. Thus, for a set of significance levels, the best set of coefficients 

155 



Present 
Model 

Baganis 
Andrews 

Grange 

100 

80h- 

60L 

40 

20 

I  
t 5 	t 10 	6-15 	t 20 

Residue , °C 

Fig. 3:Cuntulative frequency distribution 
for residue from different models 

1100.00 

1050.00 

1000.00 	' 

950.00 

400.00 

030.00 

600.00 

750.00 

100.00 

050.00 

600.00 

H. K. KHAIRA & -VI: JENA 

425.00 675.00 125.00 775.09 025.00 675.00 726.00 973.00 1023.00 1473.00 

1100.00 

2050.00 

1000.00 

950.00 

•11/4  
• Too . oo /.• 

$ 
*Oa 

sas• 

2 • • 
.‘1 	050.00 v. /1 

O 0% * 	•0; 
• 22 	•_•14 
•22 • 

000.00 	 • •11222••2 
• I• 

••322 
211h' 
Va.  

	 •-756. 	  
to 	3 7•,  

750.00 32822.  
25,0' 

114041 

700.00 

650.00 

.600.00 

600.00 650.00 760.00 750.00 000.00 050.00 900.00 950.00 1000.00 loom 1100.00 

A03 Calculated, °C 

Fig. 4(a) : Scattergram for the Baganis' model 

156 



H. K. KHAIRA and A.K. JENA 

are calculated. 

The 171 coefficients of Eq. 5 .were calculated using the DEC 1090 
computing system. For various sets of values of a(1) and a(2), the best 
results yielded nineteen non-zero coefficients for a(1) = 0.01 and a(2) 
= 0.03. Other sets of values of a(1) and a(2) increased the number of 
non-zero coefficients, without any significant reduction in the range of 
the residue. 

The Ae3  temperature, 'Te, can now be expressed in terms of the 
nineteen non-zero coefficients. However, the zeroth order term of the 
nineteen non-zero coefficients turns out to be 904.9°C while Ae3  tem-
perature of pure iron1"1  is 911°C. In order to force Eq. 5, to yield 910°C 
for the. zeroth order coefficient, the zeroth order coefficient was fixed 
as 910°C •  and the remaining eighteen coefficients were revaluated by 
the simple multiple linear regression method. The resulting coeffi-
cients were only slightly modified. Thus Eq. 5, reduced to: 

Te = 910.00 

- 326.73Xc  - 32.68Xmn  + 45.21X5i  - 36.26XN, 

- 6.82Xcr2  + 23.13Xmo2  + 69.74XCXNI  + 44.1XcXmn  

+ 95.69)(5,3  - 9.46XcXN,2  - 74.83XcXs2 

+ 214.43XC4  - 46.05Xs4 + 0.17Xcr4  + 0.11XN,4  

+ 8.48XmoXcANi2  - 74.46XcXm: + 37.37Xe2Xcr2  

Critical Appraisal of the Model 

Several statistical parameters can be used to evaluate the reliability 
of a model and analyze the accuracy of any expression derived by 
regression. These parameters are standard error of estimate (SH)2coef-
ficient of multiple correlation (R), F-ratio and number of degrees of 
freedom1131. 

The standard error of estimate, SE, is used to obtain a measure of 
how closely the calculated estimate of the dependent variable agrees 
with the experimental value "31. The value of SE calculated from the 
errors of estimate is 9. The coefficient of multiple correlation, R, is 
the ratio of standard deviation of the estimated values to that of the 
experimental values. For perfect correlationship, the value of R would 

157 



• 

a 

1100.00 

1050.00 

1000.00 

950.00 

O
900.00 

050.00 

800.00 

750.00 

700.00 

650.00 

H. K. KHAIRA & A.K. JENA 

625.00 873.00 705.00 775.00 035.00 070.00 020.00 920.00 4020.00 1075.00 
/100.0U 

1 
1 
.9 	1050.00 
1 
1 

1000.00 

1 

♦ 	050.00 
1 

• 
• • 

t2 
• 202 

2] 
yin 

• 2.:' 
62 $ 000 
0328,2 • 2372' 223 I •08344♦ *a 22 6,2 

• • 
• 

IP 

900.00 

850.00 

600.00 

750.00 

650.50 

512 243•. 4232,  438942 42 
• • 

2 

600.06 
600.00 44.0.61 /00.00 /50.00 000.00 ano.00 009.50 •50.00 2000.00 1050,00 1200.66 

ABS Calculated, T 

Fig. 4(G) : Scattergram for the Grange's model 
675.00 076.00 726.00 770.00 007.00 075.00 973.00 916.00 2983.00 0075.00 

600.00 

//00.90 

2050.90 

0000(00 

939,00 

$ 2 4 	.•24 
4 	2$ • $ 
*.V 2 . .9,/ • 1242 3* 1123. 	1,  • 2• •452• • $$. $2 2254 • • 5 	3s al. 

	•3•••• 	 

1100.00 

1050.00 

1000.00 

n0.00 

e 900.00 

9 

050.00 
2 

0 

0 000.00 
85 

750.00 

700.00 

630.00 

*600.00 

600.00 650.00 700.00 750.00 600.00 B50.00 900.00 050.00 1000.00 1050.00 1100.00 
ABS Calculated, °C 

Fig. 4(c) : Scattergram for the Andrews' model 

158 

909.00 

550.00 

800.00 

750.09 

700.00 

650.00 

000,00 



H. K. KHAIRA and A.K. JENA 

be 1.0 and it would be 0.0 for no correlation ". The value of R for the 
present model is almost 1. The F-ratio is a reliability parameter attrib-
uting a level of significan6e to the equation. It is equal to (I—a). If the 
F-ratio is more than 95%, the results are generally acceptable to a 
statistician1131. The significance level of entering variable specified for 
developing the new model is 0.01 and that for the leaving variable is 
0.03. Therefore, the model thus obtained has F value of more than 
97%. The number of degrees of freedom is the difference between the 
total number of data points used to develop the model and the number 
of variables included in the modeln31. It illustrates the excess amount 
of data points available to be used in the regression equation. The 
accuracy of the model increases with increase in the degrees of free-
dom. There is, however, an economical limit above which a further 
increase in the degrees of freedom yields a lesser increase in accuracy. 
One hundred degrees of freedom and over is considered a respectable 
number for a regression systemo31. The number of degrees of freedom 
for the present regression analysis is 154 which is satisfactory. 

The frequency distribution of the residue for the present model is 
shown in figure la. The distribution is symmetric. The mean error also 
turns out to be —0.6°C. The minimum and maximum values of error are 
—22.5°C and 20,5°C. In more than 97% of steels, the absolute value of 
residue is less than 20°C. 

A plot-back can be used to show visually the difference between the 
calculate8 values of the Ae3  temperature and their corresponding ex-
perimental values. A plot-back is a plot of the experimental Ae3  tem-
perature against the calculated ones. The dispersion of the plotted 
points about the 45° line is an indication of the deviation of the cal-
culated values. The plot-back for the present model is given in Fig. 2. 
The digits plotted in these figures represent the number of coinciding 
data points whereas stars indicate single points. It is to be noted?that 
the points lie close to the 45° line. 

Out of the 19 coefficients in Eq. 5, a few are rather small in mag-
nitude. However, if these coefficients are ignored, the range of the 
error of estimate appreciably increases. Also, the terms for which the 
coefficients are smaller, become appreciable in case of steels contain-
ing higher percentage of alloying elements. It is, therefore, not worth-
while to remove the terms where the coefficients are small. 

The experimental uncertainties in the measured Ae3  temperature 
have been reported to be 3°C to 10°C( '•61. The steels for which the error 
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of estimate is more than 10°C were examined carefully. These differ-
ences are likely to arise because of several reasons. The interactions 
between the alloying elements may not have been fully taken into 
account. Also, the steels considered here are likely to contain impuri-
ties, some of which may contribute to the error. For example, 
Andrews['-1  reported that phosphorous increases the Ae3  temperature at 
the rate of 700°C per weight percent. 

COMPARISON WITH EXISTING MODELS 

'fbre 1 contains values of the mean of residue, standard error of 
estimates, minimum and maximum values of the residue and the coef-
ficient of multiple correlation for all the models ".2.31. The 173 alloys 
examined in the study were used for evaluating the parameters for the 
present model and for Grange'sm model. For determination of param-
eters for Baganis'sol model only 171 steels could be used, as the com-
puters program suggested by him did not yield values for the remain-
ing two steels, 13 steels could not be used in the Andrews[21  model as 
his table does not have provision for steels with [C6 + (NI/10)] greater 
than 0.7%. The number of alloys considered for each model is also 
listed in the table. 

Table 1 shows that the standard error of estimate and the range of 
residue are minimum for the present model. Also the coefficient of 
correlation is about 0.99 and is the highest. The mean value of the 
residue of —0.6°C is very small. Andrews121  model also gives a very 
small value of 0.2°C for mean value. However, the SE value for 
Andrew's model indicates that the spread in the residue is very large. 

Tabel 1: Summary of the analysis of Ae3  temperatures 
calculated using different models 

Sl. 
No. Description 

Present 
model 

Baganis 
model 

(3) 

Andrews 
model 

(2) 

Grange's 
model 

(1) 

1.  Number of steel 
considered 

173 171 160 173 

2.  Mean of Residue —0.6 9.6 0.2 17.2 

3.  SE 9.0 - 	13.8 19.2 33.3 

4.  Residue (Min) —22.5 —16.8 —78.8 —52.4 

5.  Coefficient of 
correlation 

0.992 0.977 0.961 0.909 
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The frequency distributions of the residue from all the models, 
shown in Fig. 1, suggested that the distributions for the models avail-
able in the literature are relatively asymmetric and the spreads are 
large. The cumulative frequency curves for the errors of estimate from 
all the models are shown in Fig. 3. It shows that for 30% of the steels 
the absolute value of the (or the magnitude of the) residue is more than 
20°C for the three models of the literature whereas for the present 
model, only 3% of the steels have it greater than 20°C. 

The plot backs for the three existing models are shown in Fig. 4. A 
comparison of these plot backs with that of the present model (Fig. 2) 
shows that the dispersion of the points about the 45° line is minimum 
for the present model. The present model thus, appears to be much 
more satisfactory than all the three existing models. KumarP5]  and 
Guptam have tried to modify the present model using various tech-
niques such as genetic algorithm. However, there is not much of over-
all improvement. 

CONCLUSION 

A model has been developed to predict the Ae3  temperatures of 
multicomponent steels containing carbon, manganese, silicon, chro-
mium, nickel, copper and molybdenum. The model is based on Ae3  
temperature of 173 alloys. The analytical expression for the Ae3  
temperature contains nineteen terms, many of which represent interac-
tions between elements. The developed expression represents data 
much more accurately than the other relations in the literature. 
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